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ABSTRACT 
Real-time prediction of crash risk can support traffic incident management by generating critical 
information for practitioners to allocate resources for responding to anticipated traffic crashes 
proactively. Unlike previous studies using archived traffic data covering a limited highway 
environment such as a segment or corridor, this study uses a statewide live traffic database from HERE 
to develop real-time traffic crash prediction models. This database pro- vides crowdsourced probe 
vehicle data that are high-resolution real-time traffic speed for the entire freeway network (nearly 2,000 
miles) in Alabama. This study aims to use machine learning models to predict crash risk on freeways 
according to pre-crash traffic dynamics (e.g., mean speed, speed reduction) along with static freeway 
attributes. Traffic speed char- acteristics were extracted from the HERE database for both pre-crash 
and crash-free traffic conditions. Random Forest (RF), Support Vector Machine (SVM) and Extreme 
Gradient Boosting (XGBoost) were developed and compared. Separate models were estimated for 
three major crash types: single-vehicle, rear-end, and sideswipe crashes. The model predic- tion 
accuracy indicated that the RF models outperform other models. Models for rear-end crashes are found 
to have greater accuracy than other models, which implies that rear-end crashes have a significant 
relationship with pre-crash traffic dynamics and are more predict- able. The traffic speed factors that 
are ranked high in terms of feature importance are the speed variance and speed reduction prior to 
crashes. According to partial dependence plots, the rear-end crash risk is positively related to the speed 
variance and speed reductions. More results are discussed in the paper. 

KEYWORDS: Crowd sourced probe vehicle data; machine learning; pre- crash traffic dynamics; real- time 
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1.0 INTRODUCTION 
 
Traffic crashes are a leading cause of non-natural deaths in the United States for people under 54 years 
old and often lead to traffic congestions that waste a lot of time of travelers on road, especially during 
peak hours. The crash-led congestions pose a risk of secondary crashes which could further deteriorate 
the traffic conditions and increase travel delays. To mitigate the impacts of traffic crashes, Traffic 
Incident Management (TIM) plays an essential role in detecting and responding to crashes and 
restoring the traffic [1-5]. Most of current TIM practices are a reactive process that traffic crashes or 
other incidents are responded after a crash or incident has occurred and this process heavily relies on 
incident reporting and detection. Significant research efforts have been dedicated to developing or 
improving the methods of detecting traffic crashes or incident detection. In addition to the traditional 
traffic surveillance methods such as closed circuit television (CCTV) systems, 911 services, and 
highway patrols, researchers have also developed methods using loop detector data, probe vehicle data, 
and other emerging sensor data [6-10]. However, this reactive process is inherently associated with 
response delays between the occurrence of the incident/crash and the detection of an incident/crash. 
The consequences of response delays are longer traffic queues, increased risk of secondary crashes, and 
reduced likelihood of crash survivals (FHWA, 2018). A practical question arises as to whether the TIM 
responses can be upgraded from a reactive to proactive process [11-17]. Theoretically, it is possible 
and one strategy to reduce or completely avoid the response delay is to predict the probability of 
having a crash based on traffic dynamics prior to the event of a crash so that traffic incident managers 
can proactively allocate resources for responding to the sites which have high risk of crashes. Many 
studies have developed a variety of models to explain the relation- ships between traffic characteristics 
and crash risk, and some studies focused on improving the accuracy of crash risk pre- diction models. 
However, a common feature of these studies is that the data used in these studies are usually from a 
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limited environment such as a road segment or a corridor which may not be able to capture the diverse 
road environments [18-23]. With the advances of information and communication technologies, an 
increasing amount of crowdsourced traffic data are being generated by mobile devices and electronic 
sensors and pre- sent an opportunity for researchers to scrutinize the traffic dynamics in greater depth 
and width than ever before. The objective of this study is to develop real-time crash risk prediction 
models by exploiting crowdsourced probe vehicle data that are not limited to a specific environment 
but cover diverse road environments [23-31]. Specifically, the crowdsourced data used in this study are 
from a live HERE database that reports the real-time traffic conditions of the entire freeway net- work 
in the State of Alabama. The models developed in this study are expected to predict the crash risk on 
freeways according to pre-crash traffic dynamics along with static freeway attributes. The pre-crash 
traffic dynamics are traffic speed characteristics prior to the event of crashes extracted from the HERE 
database for both pre-crash and crash-free traffic conditions. The modeling methods include both 
regression-based and machine learning methods, including random forest (RF), extreme gradient 
boosting (XGBoost), and support vector machine (SVM). Considering the different causes of crashes 
of different types, this study estimates separate models for major crash types including single-vehicle, 
rear-end, and sideswipe crashes. Further, unlike previous studies that focused on the increasing model 
performance of machine learning models, this study explores the methods to interpret the machine 
learning modeling results and attempts to translate the modeling results into action- able items to 
support proactive TIM responses [32-40]. 

2.0 LITERATURE REVIEW 

Topics related to traffic incident management (TIM) as an important component of the Transportation 
System Management and Operations (TSMO) have been extensively researched. According to the tem- 
poral phrases of incident management, relevant research can be grouped into three categories: 1) 
Before the occurrence of an incident or proactive traffic incident management 2) During the occurrence 
of an incident or the incident detection research and 3) After the occurrence of an incident or incident 
impact analysis (e.g., queue length and incident duration). The first two categories may use the same 
traffic data to develop models that relate the traffic flow dynamics to crashes. The critical difference 
between these two categories is whether their models use the traffic information prior to or during/after 
the event of a crash. Literally, the models that use traffic information during or after the occurrence of a 
crash are for crash detection and not for crash prediction [1-7]. Given the objective of this study, the 
literature review is limited to studies that developed crash risk prediction models that use the pre- crash 
traffic information. Studies that develop models to detect crashes are not discussed in the literature. 
The studies that focused on crash risk prediction have generated significant insights to support pro- 
active traffic incident management. Some earlier studies relied on the static data (e.g., average daily 
traffic, land use type, road geometry characteristics) to identify sites with high crash risks at an 
aggregate level, e.g., the crash count at a segment with limited sight distance. In recent years, 
researchers take advantage of traffic data generated by electronic sensors such as loop detectors and 
mobile devices and have developed a variety of models to predict the crash risk in a real- time or near-
real-time manner [8-13]. Table 1 summarizes selected studies that used pre-crash traffic dynamic 
information to develop crash risk prediction models. A large portion of relevant studies relied on the 
traffic loop detector data. Loop detectors play an essential role in traffic management and have been 
widely installed at intersections and on freeways to monitor the traffic. The loop detector data can be 
used to generate common traffic flow characteristics such as volume, speed, and density. The loop 
detector data are readily available for researchers to explore the relationships between crash risk and 
traffic flow characteristics. However, such data are limited to sites with loop detectors and do not cover 
the entire road network. Some studies used sensor data from Microwave Vehicle Detection System 
(MVDS) Automated Vehicle Identification (AVI), and Bluetooth Detectors [14-19]. Similar to loop 
detectors, these sensors are fixed on the road or roadside, and the data from these sensors have the 
same coverage limitation. Probe vehicle data are not limited to specific road segments or areas. 
Researchers started to use probe vehicles to understand the relationship between crash risk and traffic 
flow dynamics. The focus of the studies using probe vehicle data is primarily on the risk of secondary 
crashes instead the initial or primary crashes. From the model perspective, researchers have developed 
a variety of regression-based and also machine learning models. The most commonly used regression 
modeling approach is the logistic model, including binary logistic regression, sequential logistic model, 
and random parameters logistic regression. Among the machine learning models, the Support Vector 
Machine (SVM) has been frequently used by researchers, and the SVM models produced decent 
accuracies [20-27]. Recently, more sophisticated modeling approaches were introduced for crash risk 
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prediction. For example, used a convolutional neural network model to predict crash risk based on a 
deep convolutional generative adversarial network (DCGAN) and achieved good performance. In most 
of these studies, the crash types were not discussed, and it is likely that their models were to predict the 
risk of all crashes. Assuming that crashes of different types could have different relationships with the 
traffic dynamics, some studies built separate models for specific crash types such as rear-end crashes 
and sideswipe crashes [28-31]. 

 

To the best of the authors’ knowledge, crowd- sourced probe vehicle data have not been extensively 
explored by researchers regarding crash risk prediction. Using such data could overcome the limitation 
of sensor data that cover only road segments where fixed detection units are installed. Besides, models 
using crowd sourced data could uncover the relation- ships between traffic dynamics and crash risk 
over a diverse road or land use environment, and such models may have greater applicability. Using 
statewide crowd sourced probe vehicle data, this study attempts to develop machine learning models to 
predict crash risk for the entire freeway network in Alabama. Further, previous studies focused on 
improving the model performance, especially when the machine learning models are adopted. To 
improve the transportation systems by reducing the crashes, it is essential to interpret the modeling 
results and translated models into actionable items such as countermeasures to address the issues at 
some locations where high crash risks are identified [32-40].  

3.0 RESEARCH METHODOLOGY 
 
The Random Forest (RF) is one of the most popular ensemble methods in machine learning for data 
classification. The RF is a combination of multiple decision trees, and each tree is a class prediction 
model. The result of RF is the average pre- diction of all decision trees. The general idea behind the 
random forest is shown. Compared with the individual tree or class prediction model, the RF is 
expected to have lower variance and over- come the overfitting problem. In this study, the RF was 
adopted to model the complex nonlinear rela- tionships between the crash risk and associated factors 
based on its flexible modeling structure. In this study, two hyperparameters, including the number of 
decision trees in the forest and the number of fea- tures, were considered for each decision tree when 
splitting a node, and the three-fold-cross validation was performed to optimize the model performance. 
To determine the number of features at each split, two commonly used methods, including the square 
root of the total number of variables and base two logarithm of the total number of variables, were 
tested. For the number of trees, values from 50 to 550 at an interval of 50 were tested. Overall, 20 pos- 
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sible combinations were examined for gaining the optimized parameters.The crowdsourced probe 
vehicle data used in this study are from the HERE traffic database, which pro- vides the live traffic 
information for the entire freeway network in Alabama (HERE, 2021). Figure 1 shows the freeway 
network in Alabama (I-459, I-59, I-65, I- 85, I-10, I-20, I-20/I-59, I-22, I-565). The HERE traffic 
database provides the live speed information updated every minute for each traffic management 
channel (TMC). A TMC is a pre-defined section of the road for traffic data reporting (Esri, 2020). As 
shown in Figure 2, the size of TMC can range from under 0.1 mile to a few miles. Table 2 shows the 
descriptive statistics of 635 TMCs for the Alabama freeway net- work. The total length of these TMCs 
is 1,976 miles, and the average length is 3.1 miles. Note, the TMCs are specified for each direction. 
One TMC may be split into several shorter dynamic units to capture the speed information in a higher 
resolution when the traffic flow speed changes quickly within a TMC. 

This study paired the crowdsourced traffic data with the traffic crash data to extract the pre-crash traffic 
flow dynamics. The traffic crash data were obtained from the CARE crash database maintained by the 
Alabama Department of Transportation (ALDOT) (FHWA, 2020). The crashes occurred in 2019 on the 
targeted freeways (I-459, I-59, I-65, I-85, I-10, I-20, I-20/I-59, I-22, I-565) within the state of Alabama 
were extracted from the CARE crash data- base. After data cleaning (removing crash records that miss 
the time or location information), the remaining 9,997 crash records were used to extract the pre-crash 
traffic information from the HERE database. Table 3 shows the descriptive statistics of sampled 
crashes regarding crash types. In total, the top three crash types - single-vehicle crash, rear-end crash 
and side- swipe crash account for 35.6%, 34.7%, and 18.3% of the total crashes, respectively. Spatially, 
approximately 40% of the crashes occurred in the I-65, followed by 14.4% of the crashes that occurred 
in I-20/I-59. The spatial distribution of interstate freeway crash frequency and crash density is shown in 
Figure 3(a) and (b), respectively. 

 

To reveal the impact of the diverse road environments on crash risk, this study pulled the road infra- 
structure data from the Highway Performance Monitoring System (HPMS) database. HPMS database 
provides road environment variables, including annual average daily traffic (AADT), number of lanes, 
distance to the closest upstream ramp, and land use. As shown in Figure 4, the spatial distribution of 
freeway traffic volume (AADT) is consistent with the spatial distribution of crash density. 

4.0 RESULT 
 

Data used in this study are from three sources, including the HERE traffic database, the CARE crash 
database, and the HPMS highway infrastructure data- base. This study undertook a significant effort to 
link the data features and created variables for crash risk prediction. Figure 5 shows the framework of 
data linkage and variable creation. First, the TMCs in the HERE database were linked to the crashes 
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from the CARE database according to spatial locations of TMCs and crashes. To ensure enough spatial 
coverage for extracting the traffic data, this study linked crashes to TMCs within 5 miles upstream and 
downstream of the crash location. As a result, each crash was paired with a 10-mile segment for traffic 
data extraction from linked HERE TMCs. Second, from paired HERE TMCs this study extracted the 
traffic speed records before the crash occurrence time. This study considered three different pre-crash 
time points (10, 15, and 20 minutes before the crash) to extract the traffic data. To ensure the modeling 
results are comparable, this study extracted the traffic data from the same 20-min intervals. Note, other 
time intervals were also attempted, and the 20-min intervals were selected given the model 
performance. The different pre-crash time points start from the middle of the 20-min intervals. For 
instance, if a crash occurred at 8:00 am, this study extracted the traffic data between 7:40 am, and 8:00 
am for the 10-minute pre-crash time point, between 7:35 am and 7:55 am for the 15-min time point, 
and between 7:30 am and 7:50 am for the 20- min pre-crash time point. Then, for each crash, a spa- 
tial-temporal speed matrix was created to document the speed records extracted from the HERE TMCs. 
Figure 6 shows a schematic diagram of part of the spatial-temporal speed matrix. The speed matrix has 
a resolution of 0.1 miles by 1minute. Last, the road environment attributes from the HPMS database 
were matched to crashes and TMCs. Data used in this study are from three sources, including the 
HERE traffic database, the CARE crash database, and the HPMS highway infrastructure data- base. 
This study undertook a significant effort to link the data features and created variables for crash risk 
prediction. Figure 5 shows the framework of data linkage and variable creation. First, the TMCs in the 
HERE database were linked to the crashes from the CARE database according to spatial locations of 
TMCs and crashes. To ensure enough spatial coverage for extracting the traffic data, this study linked 
crashes to TMCs within 5 miles upstream and downstream of the crash location. As a result, each crash 
was paired with a 10-mile segment for traffic data extraction from linked HERE TMCs. Second, from 
paired HERE TMCs this study extracted the traffic speed records before the crash occurrence time. 
This study considered three different pre-crash time points (10, 15, and 20 minutes before the crash) to 
extract the traffic data. To ensure the modeling results are comparable, this study extracted the traffic 
data from the same 20-min intervals. Note, other time intervals were also attempted, and the 20-min 
intervals were selected given the model performance. The different pre-crash time points start from the 
middle of the 20-min intervals. For instance, if a crash occurred at 8:00 am, this study extracted the 
traffic data between 7:40 am, and 8:00 am for the 10-minute pre-crash time point, between 7:35 am and 
7:55 am for the 15-min time point, and between 7:30 am and 7:50 am for the 20- min pre-crash time 
point. Then, for each crash, a spatialtemporal speed matrix was created to document the speed records 
extracted from the HERE TMCs. Figure 6 shows a schematic diagram of part of the spatial-temporal 
speed matrix. The speed matrix has a resolution of 0.1 miles by 1minute. Last, the road environment 
attributes from the HPMS database were matched to crashes and TMCs. Data used in this study are 
from three sources, including the HERE traffic database, the CARE crash database, and the HPMS 
highway infrastructure data- base. This study undertook a significant effort to link the data features and 
created variables for crash risk prediction. Figure 5 shows the framework of data linkage and variable 
creation. First, the TMCs in the HERE database were linked to the crashes from the CARE database 
according to spatial locations of TMCs and crashes. To ensure enough spatial coverage for extracting 
the traffic data, this study linked crashes to TMCs within 5 miles upstream and downstream of the 
crash location. As a result, each crash was paired with a 10-mile segment for traffic data extraction 
from linked HERE TMCs. Second, from paired HERE TMCs this study extracted the traffic speed 
records before the crash occurrence time. This study considered three different pre-crash time points 
(10, 15, and 20 minutes before the crash) to extract the traffic data. To ensure the modeling results are 
comparable, this study extracted the traffic data from the same 20-min intervals. Note, other time 
intervals were also attempted, and the 20-min intervals were selected given the model performance. 
The different pre-crash time points start from the middle of the 20-min intervals. For instance, if a 
crash occurred at 8:00 am, this study extracted the traffic data between 7:40 am, and 8:00 am for the 
10-minute pre-crash time point, between 7:35 am and 7:55 am for the 15-min time point, and between 
7:30 am and 7:50 am for the 20- min pre-crash time point. Then, for each crash, a spatialtemporal 
speed matrix was created to document the speed records extracted from the HERE TMCs. Figure 6 
shows a schematic diagram of part of the spatial-temporal speed matrix. The speed matrix has a 
resolution of 0.1 miles by 1minute. Last, the road environment attributes from the HPMS database 
were matched to crashes and TMCs. of dynamic sub-TMCs within a 20-min time interval at different 
pre-crash time points. 
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Besides the traffic dynamics prior to crashes, this study also extracted the traffic speed information for 
crash-free conditions paired with the crash conditions. Specifically, for each crash record, one crash-
free record was generated at the same location and the same time of day but on a different day when 
there was no crash. For the crash-free records, the same sets of variables were created through the same 
methods of data linkage and variable creation. Note that crash-free observations can be created for any 
times and locations where no crashes occurred. 

5.0 CONCLUSION 

Real-time crash risk is expected to support proactive traffic incident management by generating critical 
information for traffic managers to allocate incident response resources to high-risk sites before the 
occur- rence of crashes. This study developed crash risk pre- diction models by taking advantage of the 
HERE crowdsourced probe vehicle data from a live database that reports and archives minute-by-
minute real-time traffic speeds for freeways. The data are not limited to a specific road segment and 
cover the entire freeway 

network in Alabama. Based on the HERE data, this study created a variety of variables to capture the 
pre- crash traffic dynamics, which are traffic speed charac- teristics prior to the event of crashes, 
measured by mean speed, speed variance, and speed reduction. In addition to the pre-crash traffic 
dynamics, this study also extracted the traffic dynamics for crash-free con- ditions. With the data 
processed for pre-crash and crash-free traffic dynamics, this study developed logis- tic regression and 
machine learning models to predict the crash risk on freeways according to traffic dynam- ics along 
with static freeway attributes. Three machine learning approaches, including random forest (RF), 
support vector machine (SVM), and extreme gradient boosting (XGBoost) were tested and compared. 
Separate models were developed for all crashes, single- vehicle crashes, rear-end crashes, and 
sideswipe crashes. Modeling results were interpreted by using permutation feature importance and 
partial depend- ence plots. 

The results indicated that the traffic dynamics closer to the event of a crash are more predictive of the 
crash risk. Models for rear-end crashes are found to have a greater accuracy than other models, which 
implies that rear-end crashes have a significant rela- tionship with pre-crash traffic dynamics 
(especially speed) and are more predictable than other crashes. For rear-end crashes, in comparison 
with the logistic regression model, XGBoost model, and SVM model, the RF model had a slightly 
improved prediction per- formance according to the AUC value (68.4%) and the accuracy (ACC) 
(65.1%). For rear-end crash mod- els, this study calculated the permutation feature importance for each 
variable and computed the partial dependence for pre-crash speed-related top-ranked variables 
according to the feature importance. Though the feature importance rankings are different across 
models, the pre-crash speed-related variables are gen- erally ranked high in all three models. According 
to the estimated partial dependence, the rear-end crash risk is positively related to the speed variance 
and speed reductions. A higher rear-end crash risk is asso- ciated with a more significant speed 
variance upstream, and the risk for a rear-end crash increases when the traffic speed at this location 
decreases significantly. 

This study contributes by using crowdsourced probe vehicle data to develop real-time models to pre- 
dict crash risk on freeways. Such data have been increasingly used by agencies for traffic monitoring 
and management at a reasonable cost without instal- ling and maintaining electronic sensors on the 
road or roadside. Agencies with such data could potentially implement the crash risk prediction models 
to facili- tate their traffic incident responses. This study also identified the issues using such data for 
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developing crash risk models. Continuing efforts are needed to examine the accuracy of the 
crowdsourced probe vehicle data, which is likely to vary across the geo- graphic areas and times. 
Future research will expand the modeling efforts to develop models that account for the data issues 
such as unobserved heterogeneity. 
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